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1. INTRODUCTION

A number of atmospheric forecast models have
been developed and now display considerable skill
in weather prediction. The underlying philosophy of
these developments is that improved models and
more accurate initial conditions should provide bet-
ter forecasts. The importance of specific model
improvements relative to specific observational
enhancements may, nonetheless, still be inade-
quately understood. White et al. (1999) addressed
some of these questions, and suggested the error
spread among models of very different configura-
tion and resolution is generally less than the
magnitude of the error in any single relatively
advanced model. Increased resolution in regional
models does lead to some improvement in skill,
particularly for heavier categories of precipitation
that are not simulated at coarser resolution (White
et al. 1999), and recent studies show improvement
in wind forecasts due to enhanced model resolu-
tion (Hart 2004). This benefit, however, appears to
be relatively small for other forecast variables, and
is evident only for short-term forecasts in which
point validations are made against observations,
even in the most highly resolved and dynamically
sophisticated approaches.

Various hypotheses have been proposed to
explain this result. Some of these note current
observing systems contain inadequate resolution
of local regions of pronounced dynamic instability.
Other explanations of the marginally superior per-
formance of high-resolution models point to the
evident difficulties in the validation of forecast fea-
tures against coarsely spaced observations. All but
one of the models studied by White et al. (1999)
were limited area models and these are known to
be strongly influenced by lateral boundary condi-
tions supplied at their perimeter (Warner et al.
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1997; Paegle et al. 1997). The Medium Range
Forecast (MRF) model was the only global model
evaluated by White et al. (1999) and that model
also provided, or strongly influenced, the lateral
boundary conditions of the tested limited area
models.

The initial stages of the present research com-
pared two global models [the Utah Global Model
(UGM) and the MRF], and followed a hypothesis
suggested by Miguez-Macho and Paegle (2000,
henceforth MMP). This perspective, which is based
upon downscale uncertainty growth, is supported
by MMP and by Miguez-Macho and Paegle (2001),
and is rooted in the early barotropic model predict-
ability studies of Thompson (1957) and Lorenz
(1969). Results obtained by MMP contrast with
other recent literature emphasizing the importance
of relatively smaller-scale instabilities (e.g,. Palmer
et al. 1998; Hartmann et al. 1995) of the initial
state, and other local error sources (e.g., Rabier et
al. 1996). These perspectives and contrasting the-
ories are summarized by MMP, who presented
preliminary work suggesting that the dominant
source of short-term forecast errors may be the
uncertainty of relatively large scales of the initial
state.

The present research extends MMP’s studies to
sort out the relative roles of the model resolution
and initial state uncertainty and continues to probe
the limitation to deterministic weather prediction
due to inadequate observation of relatively large
scales of the atmosphere. Other global model stud-
ies attempting to prioritize the relative contributions
of initial errors, boundary errors, and model errors
to total forecast error include work by Reynolds et
al. (1994) and Hacker et al. (2003). Simmons and
Hollingsworth (2002) show substantial improve-
ment in forecast accuracy in global operational
models over the past decade, and present an
extensive list of forecast system changes that may
have contributed to forecast improvement over the
past two decades.

Initially, we sought to compare UGM and MRF
forecasts in more detail. Our preliminary studies of



this problem focused on a 17-case forecast sample
during boreal winter 1993, and compared research
model forecasts executed at horizontal wavenum-
ber 42 triangular truncation with MRF forecasts at
horizontal wavenumber 62 triangular truncation.
Those results were consistent with the possibility
that uncertainty of the initial state represented the
greatest limitation to forecast accuracy and implied
that details of the model formulation were not
equally important. (Note: results from studies not
included in this extended abstract are available in
Roman et al. 2004)

The UGM retains lower horizontal resolution and
fewer levels than the MRF model, and has under-
gone much less extensive development and
calibration. Regardless, comparisons of bias-cor-
rected 500-mb geopotential height anomaly
correlations (not shown here) reveal that UGM pre-
dictive skill lags that of the MRF by only 12 hours,
and both show similar skill after seven days when
the anomaly correlations drops below 0.6 for each
model. When model-to-model anomaly correlations
are calculated, those values are higher than the
anomaly correlations of either model with analyses;
therefore, the research model anticipates the MRF
model evolution about as well as either model
anticipates the real atmosphere. The fact that a rel-
atively unsophisticated and more crudely resolved
model possesses such high skill in anticipating the
behavior of a much more sophisticated model
implies that something other than model complex-
ity provides the fundamental limitation in forecast
accuracy for this set of 17 individual cases of the
boreal winter of 1993. A possible inference is that
both models suffer from the common deficiencies
of imperfect initial state specification, and this may
represent the primary forecast limitation for these
cases. This inference carries important implica-
tions for deployment of observing systems and for
forecast model development, and merits close
scrutiny.

Therefore, we continue past studies by MMP of
the rate of growth of the initial state uncertainty.
MMP’s experiments were limited by a couple of
factors. First, they were integrated for only five
days, and it was not possible to establish the
timescale on which the uncertainty saturates. Sec-
ond, the integrations were performed at a relatively
coarse wavenumber 42 resolution, which could
have limited error growth.

Consequently, a series of further predictability
studies with the UGM is performed, with experi-
ments to address each of these issues. In
particular, all wavenumber 42 UGM experiments

performed by MMP are now extended from five-
day to two-week duration. Additionally, UGM cases
from 1993 and 2003 are repeated at wavenumber
84 truncation to determine the influence of
increased horizontal resolution upon forecast skill
and sensitivity to initial state uncertainty.

The study is organized as follows. Section 2
presents brief overviews of the UGM and datasets.
Section 3 studies sensitivity to initial state uncer-
tainty for model runs at low resolution and section
4 illustrates the impact of doubled horizontal reso-
lution on sensitivity to initial state uncertainty for
the UGM. Section 5 presents overall conclusions.

2. DATASETS AND MODEL

a. Datasets

Both NCEP (Kalnay et al. 1996), in collaboration
with NCAR, and the ECMWF (Gibson et al. 1997)
have performed gridded retrospective analyses,
based upon all available observations, by a frozen
state-of-the-art global data assimilation system.
Present estimates of initial state uncertainty for the
cases from boreal winter 1993 are obtained from
the difference of these two equally credible analy-
ses and are assumed to be reasonable for this
study. However, it is likely that this method of char-
acterizing initial state uncertainty underestimates
actual values at all scales. In fact, NCEP-NCAR
reanalyses have been truncated at wavenumber
36, and, to the degree that ECMWF and NCEP-
NCAR use the same observations, the difference
in their analyses will underestimate the total error.
This limitation to the study is further discussed in
section 3.

The 17 cases previously used by MMP were
selected for model initialization. These start on 1
January 1993, and continue at five-day intervals
through March 1993. The particular dates are cho-
sen because eight-day predictions by the version
of the MRF used in the reanalyses are available
within the NCEP-NCAR reanalysis archive. This
allows comparison of the UGM research model
with the MRF model, which is well documented
within NCEP technical reports.

In addition to the earlier 1993 ensemble, a set of
15 cases was selected from boreal winter 2002/03
for high-resolution UGM model initialization.
NCEP-NCAR reanalyses were utilized for these
dates, as well as operational NCEP Global Data
Assimilation System (GDAS) analyses that were
available in near-real time. These analyses are



archived at 2.5° resolution on 26 vertical levels.

Again, present estimates of initial state uncertainty
for the cases from boreal winter 2002/03 are
obtained from the difference of these two equally
credible analyses and are assumed to be reason-
able for this study. Because the high-resolution
UGM time step is one-third that of the low-resolu-
tion UGM, larger sample sizes were not possible
due to computational considerations.

b. Model

The UGM is based upon Galerkin approxima-
tions applied separately in each spatial dimension.
Latitude and vertical structure are depicted by finite
elements and longitude variability by Fourier
series. The method retains the high accuracy and
conservative properties of alternative Galerkin
approximations, such as those used in the MRF
that are based upon spherical harmonic expan-
sions.

The dynamical core of the model uses a hydro-
static set of primitive equations in which vorticity,
divergence, and thermal fields are predicted on
pressure-based sigma coordinates. This approach
is similar to that used in global models in opera-
tional centers, with the exception of numerical
methods outlined above. Model physical parame-
terizations of convective and stable precipitation
are similar to those used by the NCAR Community
Climate Model 1 (Bath et al. 1987) introduced in
1987, and parameterizations of radiative and sur-
face processes are also relatively less advanced
and follow methods that have been used by other
models more than two decades ago. Vertical mix-
ing coefficients are calculated from a low-order tur-
bulent energy equation, and radiation processes
include cloud radiation interactions, as described
for another model by Nicolini et al. (1993). Moist
convective processes use simple convective
adjustment, and cloud fraction and condensation
criteria are based upon local relative humidity with-
out explicit treatment of cloud microphysics. Sea
surface temperature is maintained at the initial
value, and land surface evaporation is extracted
from the daily analysis files. Present applications
retain 20 vertical levels and wavenumber 42 reso-
lution. High-resolution experiments were repeated
at wavenumber 84 resolution.

The UGM was originally designed by Paegle

(1989) to address predictability questions. It has
been used to study impact of wind data voids on
objective analyses (Paegle and Horel 1991), for
predictability work (Vukicevic and Paegle 1989;
Paegle et al. 1997; Miguez-Macho and Paegle
2000, 2001), for idealized global simulations of
tropical-extratropical interactions (Buchmann et al.
1995), to study orographically forced regional cir-
culations (Nogues-Paegle et al. 1998; Byerle and
Paegle 2003), and for initial data impact investiga-
tions of the 1993 “storm of the century” (Miguez-
Macho and Paegle 1999a,b).

3. INITIAL STATE ERROR EVOLUTION

MMP demonstrated that the influence of initial
state uncertainty is far from saturation after five
days of simulation by the Utah model. They studied
forecast sensitivity to initial state uncertainty due to
different complementary wave groups in the total
initial uncertainty. The uncertainty was estimated
from the difference of two equally credible analy-
ses of the atmosphere, provided by NCEP-NCAR
(T36 truncation) and ECMWF reanalyses of the
same state during boreal winter 1993. These anal-
yses, which use the same observations, are very
similar over land areas of good observational cov-
erage (see Fig. 1 for 500-mb height and wind anal-
ysis differences), but they differ more substantially
in regions of poor observations, such as the south-
ern oceans.

In qualitative terms, the spatial structures of
analysis differences displayed in Fig. 1, represent
the expected geographical distribution of the initial
state uncertainty. In particular, the analysis differ-
ences are small over well-observed continents and
larger over poorly observed regions of the globe.
For this study, it is assumed this difference field
provides a reasonable estimate of the actual
observation uncertainty. The influence of this level
of initial state uncertainty is determined by repeat-
ing separate forecasts made by the low-resolution
UGM initialized with  NCEP-NCAR and with
ECMWEF reanalyses, and studying the evolving dif-
ference fields of the predictions. Following MMP,
sequences of experimental cases are performed in
which separate spectral wave groups are modified
in the initial data, and results are normalized by
dividing by the variance of the predicted difference



produced by initial state modifications of the entire
spectrum. Present results emphasize the response
in the meridional wind since this effectively repre-
sents the positioning and magnitude of synoptic-
scale waves. This quantity also better represents
the variability in the Tropics than does the height
field.

The results are displayed in Fig. 2, which
depicts normalized forecast responses to uncer-
tainties retained in different portions of the global
spectrum for the 1993 cases. If the forecasts were
extended over a sufficiently long period, error
growth would saturate, and all the curves of Figs.
2a and 2b would asymptote to 1.0, and the curves
of Fig. 2c would then asymptote to 2.0.

MMP produced the results of Figs. 2a and 2b
out to five days (120 h), and noted that sums of
normalized uncertainty growth for complementary
wave groups approximately equal 1.0 rather than
2.0. They concluded that the first five days of pre-
diction by the Utah model were characterized by
slow, linear error growth, which is far from satura-
tion through five days. Within this regime of unsat-
urated error growth, the effect of changing long-
wave components of the uncertainty spectrum pro-
duces an error contribution that grows more rapidly
in a relative sense than does the effect of changing
shorter waves of the initial state. This can be
deduced from the initial upward trends of the
curves in Fig. 2a and the initial downward trend in
the curves in Fig. 2b.

The present extension to 14-day predictions
provides important modifications of these conclu-
sions. In particular, pronounced growth of the sum
of the normalized uncertainty contributions in Fig.
2c occurs after 120 h, when the sums are on the
order of 1.1 or less. By 336 h, the sums exhibited in
Fig. 2c range from 1.5 to nearly 1.7 suggesting that
initial state errors have effectively spread across
the full spectrum resolved in the present integra-
tions. Even for this extended prediction the longer-
wave uncertainty explains at least as much, or
more, of the total error growth than does uncer-
tainty in the shorter waves. Waves 0-15, for exam-
ple, account for less than 40% of the initial
uncertainty in the present experiments in Fig. 2a,
but produce about 50% more sensitivity at 14 days
(336 h) than do waves 16-42 (Fig. 2b).

The sums of the relative uncertainty in different

spectral groups increase toward approximately
1.5-1.7 in Fig. 2c. These curves should asymptote
to 2.0 in the limit when errors associated with the
chaotic nature of the atmosphere would finally sat-
urate. Simmons and Hollingsworth (2002) suggest
that the ECMWF model is close to error saturation
after approximately 21 days. They base this con-
clusion upon the rate at which model solutions ini-
tialized on consecutive days diverge. The present
experiments are integrated to only 14 days and use
a different method to study error saturation, but an
extrapolation of the curves in Fig. 2¢ from the sec-
ond week shown toward 21 days appears to be
consistent with Simmons and Hollingsworth’s
(2002) conclusion.

The most important limitations to the present
conclusions are that they are made using a fore-
cast model truncated at relatively low resolution,
and that the differences of NCEP-NCAR and
ECMWF analyses, which use the same observa-
tions, may not adequately reflect the actual uncer-
tainty of the initial state. Higher-resolution models
generally allow larger uncertainty growth because
model diffusion coefficients need to increase with
coarser resolution to control spectral blocking and
to limit the accumulation of energy at the shortest
resolvable scales due to nonlinear energy cas-
cade.

It is likely that the present method of initial state
uncertainty specification underestimates the actual
uncertainty in both large and small scales. In par-
ticular, neither analysis contains much amplitude in
higher-wavenumber, smaller scale components
(wavelengths on the order of 1000 km) and their
differences may systematically underestimate the
impact of errors at these scales.

White et al. (1999) estimated “errors” of the
MREF initial state over the intermountain west of the
United States in a region of good radiosonde den-
sity. Table 2 of that study suggests that initial rms
error values for the wind exceed 4 m s™! in the mid
troposphere in a region of reliable observations.
These “uncertainties” are estimated from the fit of
the initial analyses interpolated to radiosonde
observation sites using a horizontal grid corre-
sponding to approximately global wavenumber
100. Presumably, the uncertainties are even larger
in regions of sparse observations. The initial data
uncertainties (Fig. 1) used in the present low-reso-



lution experiments are smaller than 4 m s over

most of the globe, and impose smaller initial state
uncertainties than were found by White et al.
(1999) in data-rich regions.

4. RESOLUTION ENHANCEMENT IN UGM

UGM sensitivity to initial state uncertainty was
shown to increase with resolution enhancement in
Roman et al. (2004). The purpose of the present
chapter is to repeat at doubled horizontal resolu-
tion earlier experiments in which the initial state
uncertainty was spectrally binned in short-wave
and long-wave components.

a. Model

The higher-resolution UGM doubles east-west
resolution to include 257 grid points. Fourier series
depicting longitudinal variability are now truncated
at wavenumber 84 to avoid aliasing instability, and
in the north-south direction the number of model
nodal points is increased from 82 to 164. The num-
ber and location of vertical levels is left unchanged
with respect to the wavenumber 42 integrations.
Ideally, resolution in all three dimensions should be
at least doubled, but the presently enhanced reso-
lution represents the largest model that could be
executed for the required number of cases within
the timeframe of the study. Even so, computer time
limitations restricted the high resolution (wavenum-
ber 84) experiments to a subset of 15 cases
between 26 January and 24 February 2004.

b. Initial States

A series of experiments was performed using
the NCAR-NCEP reanalyses as well as the GDAS
analyses for the 15 selected cases. Enstrophy
spectra for these two analyses are displayed in Fig.
3 for a particular day in the Northern Hemisphere
winter 2002/03. Enstrophy is the square of the vor-
ticity field, and its spectrum emphasizes shorter
waves. The streamfunction is first computed glo-
bally from the wind field, and then projected onto
spherical harmonics. Globally integrated enstrophy
may be expressed as:

[(V¥)Da = S Tn(n+ DY
A mn

where A is the global area, ¥ is the streamfunc-

tion, and AZ’ is the amplitude coefficient of the

spherical harmonic component of degree n and
order m. The quantity

]’

m

is plotted against global wavenumber n in Fig. 3,
for 30 January 2003 at sigma level 0.3. The highest
values are evident in the lowest wavenumbers, or
in the longer waves of both analyses. The GDAS
analysis (circles) clearly retains more amplitude in
global wavenumbers on the order of, or exceeding
30, suggesting that it resolves much more of the
sub-synoptic structure than does the NCEP-NCAR
reanalysis (solid).

c. Spectral Binning of Initial State Uncertainty

Initial state sensitivity experiments of section 3
are now repeated using NCEP-NCAR renanalyses
and the higher-resolution GDAS analyses as initial
conditions for the wavenumber 84 UGM. In view of
the computational expense of the wavenumber 84
model, the present section presents experiments in
which the initial state uncertainty is retained only in
waves 0-15, and in the complementary wavenum-
bers, 16-84, rather than all four spectral “bins” used
for the low-resolution experiments.

The importance of higher resolution GDAS ini-
tialization to the wavenumber 42 UGM experiments
is illustrated in Fig. 4, which shows the time evolu-
tion of sigma=0.53 global variances of forecast
meridional flow differences produced by initial data
changes for the 1993 cases (Fig. 4a) and 2002/
2003 cases (Fig. 4b). For comparison with 2003
results, Fig. 4a repeats the 1993 results displayed
in section 3, using initial analysis changes
restricted in the complementary wave groups 0-15
(open circles) and 16-42 (closed circles), normal-
ized by the effect of changing the initial analysis in
the completely resolved spectrum. Recall that the
1993 cases utilized NCEP-NCAR and ECMWF
reanalyses. Fig. 4a demonstrates that the initial
state meridional flow uncertainty is dominated by



short waves, wavenumbers 16-42, but that the
uncertainty of the longer waves, wavenumbers 0-
15, becomes more important after 12 h, and
remains more important for the 14-day (336 h)
duration of the experiment. This is consistent with
the findings of MMP.

Figure 4b is based on the same model configu-
ration (UGM, wavenumber 42), but presents
results using the difference of NCEP-NCAR reanal-
yses with GDAS analyses for boreal winter 2002/
03 to calculate the initial state uncertainty. The con-
clusions are rather similar to those of the 1993
cases shown in Fig. 4a, with the uncertainty of the
longer waves becoming more important after 12 h,
but the relative importance of short wave uncer-
tainty begins to approach that of the longer waves
towards the end of the 14-day forecast period.

Figure 5 shows the evolution of normalized glo-
bal variances at sigma=0.53 of forecast meridional
flow differences produced by initial data changes
for the high-resolution research model for 1993
and 2003 cases. Figure 5a is based on the 17-case
sample of 1993 experiments that are identical to
those in Fig. 4a, but the results are based on the
wavenumber 84 UGM. An important modification of
the results due to the increased model resolution in
Fig 5a is that the short-wave uncertainty impact
exceeds the long-wave impact for the first 24 h,
compared with 12 h in Fig 4a, and although the role
of long-wave uncertainty is most important after
this in the wavenumber 84 experiments, it is not as
dominant as in the wavenumber 42 experiments.
Figure 5b, which repeats the 2002/03 experiments
of Fig 4b but with wavenumber 84 model resolu-
tion, suggests that the influence of the shorter
wave detail available in GDAS analyses is more
important than longer wave detail for the first three
days of prediction, and the longer wave uncertainty
is more important after this time, but only by a rela-
tively small amount.

The high-resolution experiments indicate that
the UGM executed at wavenumber 84, incorporat-
ing added detail available from the GDAS analy-
ses, displays significantly more forecast sensitivity
to smaller scales of the initial state, particularly in
the first three days of prediction, but that error evo-
lution is slightly more sensitive to uncertainties in
the larger scales for medium- and long-range pre-
diction. These results modify those suggested by

MMP and by experiments described in section 3.

Recent work reported by Tribbia and Baum-
hefner (2004) also highlights the need for contin-
ued research into the relationship between
uncertainty scale and error growth. Their investiga-
tions of scale interactions and short-term predict-
ability with the NCAR Community Climate Model
Version 3 showed that error growth was not
described by an inverse cascade, but that initial
state uncertainty in the synoptic scales (wavenum-
bers 10-20) was most important for growth of
errors. Although Tribbia and Baumhefner’s experi-
ments used a highly sophisticated climate model
run at higher resolutions than the UGM, qualita-
tively the results match those reported here, and
point to the importance of detailed broad spectrum
analyses for global weather prediction.

5. CONCLUSIONS

This study has investigated predictability using a
research global forecast model, and three different
estimates of the initial state. Our approach has
been to compare the sensitivity of forecasts to
model resolution, and to the initial state. The exper-
imental UGM was applied with three analyses:
ECMWF and NCEP-NCAR reanalyses for 1993
and 2003, and GDAS analyses for 2003.

Earlier low-resolution experiments by MMP
were expanded from 5 to 14 days. Additionally,
some experiments were performed with doubled
resolution and modified estimates of initial state
uncertainty. These experiments resulted in modifi-
cations of previous hypotheses regarding the
importance to forecast evolution of the uncertainty
of long waves relative to the uncertainty of short
waves in the initial state. Doubled model resolution
incorporated more detail from the GDAS analyses
at shorter wavelengths, allowing significantly more
forecast sensitivity to the smaller scales of the ini-
tial state, particularly in the first few days of predic-
tion. However, uncertainty in the larger scales of
the initial state still plays an important role in
medium- and long-range forecasts. Such results
point to the importance of detailed analyses at all
scales for improved global weather prediction.

Our speculations could be checked by repeating
the experiments displayed here using a much
higher resolution, more sophisticated model for



experimental forecasts and systematically modify-
ing its input and resolution to quantify forecast sen-
sitivity to uncertainty in the initial state.
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NCAR and ECMWEF reanalyses for the 17 cases of 1993. Units are m and m s



09+ h e T BT P

normalized variance

0 24 48 72 96 120 144 168 192 216 240 264 288 312 336

(a) time (h)

Fig. 2. Time evolution of global variances at ¢ = 0.53, of forecast meridional flow differences produced by
initial data changes from NCEP-NCAR to ECMWF reanalyses for the 17 cases from boreal winter 1993.
(a) Curves show the impact of changing the initial data only for global wavenumbers 0-5 (open circles), 0-
10 (closed circles), 0-15 (open squares), and 0-20 (closed squares). (b) Curves display the impact of
changing the initial data only for the complementary wavenumbers 6-42 (open circles), 11-42 (closed cir-
cles), 16-42 (open squares), and 21-42 (closed squares). Results in both (a) and (b) have been normal-
ized by dividing by the variance of the forecast meridional flow differences produced by the initial state
change of the entire spectrum. Sums of complementary wave groups in (a) and (b) are displayed in (c).
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Fig. 2. (continued)
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Fig. 2. (continued)
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Fig. 3. The square root of the globally-averaged enstrophy spectrum as a function of wavenumber, at 1200

UTC on 30 Jan 2003, for the NCEP-NCAR reanalysis (solid) and GDAS analysis (circles) at sigma level

0.2. Units are s™".
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Fig. 4. Time evolution of normalized global variances at ¢ =0.53, of forecast meridional flow differences
from the wavenumber 42 UGM, produced by initial data changes for global wavenumbers 0-15 (open cir-
cles) and for global wavenumbers 16-42 (closed circles). Initial data changes in (a) are from NCEP-NCAR
to ECMWEF reanalyses for the 1993 cases, and initial data changes in (b) are from NCEP-NCAR to GDAS
analyses for the 2003 cases.
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Fig. 4. (continued)
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Fig. 5. Time evolution of normalized global variances at ¢ =0.53, of forecast meridional flow differences
from the wavenumber 84 UGM, produced by initial data changes for global wavenumbers 0-15 (open cir-
cles) and for global wavenumbers 16-84 (closed circles). Initial data changes in (a) are from NCEP-NCAR
to ECMWEF reanalyses for the 1993 cases, and initial data changes in (b) are from NCEP-NCAR to GDAS
analyses for the 2003 cases.
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